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Introduction

Feedback Vertex Set(FVS): Given an undirected graph
G , non-negative integer k , does there exist a subset
F ⊆ V (G ) of size at most k s.t. G − F is a forest?

In other words, F hits all cycles of G .

Parameterized by k : Find an FVS of size k or determine none
exists.

Want FPT w.r.t k : f (k) ∗ poly(n)

Goal: Minimize function f (k), poly(n) factor does not matter.
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Feedback Vertex Set - Prior Work

Downey and Fellows ’92: f (k) = kO(k)

Iwata and Kobayashi [4, IPEC ’19]: f (k) = 3.46k

Becker et al. [1]: f (k) = 4k

Cygan et al. [3]: f (k) = 3k

(Cut&Count - 3tw, given tree decomposition of width tw)

Li and Nederlof [6, SODA ’20]: f (k) = 2.7k
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Problems

Studied three problems around FVS — Independent FVS,
Almost Forest Deletion, and Pseudoforest
Deletion

Generalizations of forests:

`-forest: At most ` edges away from being a forest
Pseudoforest: Every connected component has at most one
cycle
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Independent FVS

Independent FVS (IFVS)

Given a graph G and a non-negative integer k, does there exist a
fvs S of size at most k, that is also an independent set in G?

Best known result: O?(3.619k) (Li and Pilipczuk [7])
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Almost Forest Deletion

Almost Forest Deletion (AFD)

Given a graph G and two non-negative integers k and `, does there
exist a vertex subset S of size at most k such that G − S is an
`-forest?

Solution set: afd-set

Best known result: O?(5k4`) (Lin et al. [8])
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Generalized Almost Forest Deletion

Restricted Independent Almost Forest Deletion (RIAFD)

Given a graph G , a vertex set R ⊆ V (G ), and integers k and `,
does there exist a set S ⊆ V (G ) of size at most k that does not
contain any element from R, that is also an independent set in G ,
and G − S is an `-forest?

Solution Set: riafd-set

Vertices in R → Red vertices

R = ∅ and ` = 0→ IFVS

Given instance of AFD:

Subdivide every edge
add all subdivision vertices to R

Kishen N. Gowda
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Pseudoforest Deletion

Pseudoforest Deletion (PDS)

Given a graph G and a non-negative integer k, does there exist a
vertex subset S of size at most k such that G − S is a
pseudoforest?

Best known result: O?(3k)(Bodlaender et al. [2])
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Parameterized by Treewidth

Theorem (1)

There exists an O? (3tw) time Monte-Carlo algorithm that given a
tree decomposition of the input graph of width tw solves the
following problems:

1 Restricted-Independent Almost Forest Deletion
in exponential space.

2 Pseudoforest Deletion in exponential space.

Kishen N. Gowda
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Almost Forest Deletion (AFD)

Theorem (2)

There exist Monte-Carlo algorithms that solve RIAFD problem in

1 O?(3k · 3`) time and polynomial space.

2 O?(2.85k · 8.54`) time and polynomial space.

3 O?(2.7k · 36.61`) time and exponential space.

4 O?(3k · 1.78`) time and exponential space.

Kishen N. Gowda
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Independent FVS (IFVS)

Theorem (3)

There exist Monte-Carlo algorithms that solve Independent
FVS in:

1 O?(3tw) time, given a tree decomposition of width tw.

2 O?(2.85k) time and polynomial space

3 O?(2.7k) time and exponential space

Kishen N. Gowda
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Pseudoforest Deletion Set (PDS)

Theorem (4)

There exists a Monte-Carlo algorithm that solves Pseudoforest
Deletion in O?(2.85k) time and polynomial space.
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Our Results

Ref Problem D/R Complexity

[7] IFVS D O?(3.619k)
[8] AFD D O?(5k4`)
[2] PDS D O?(3k)

Ours IFVS R O?(2.7k)
AFD R O?(min{2.85k · 8.54`, 2.7k · 36.61`, 3k · 1.78`})
PDS R O?(2.85k)
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Framework

Framework of Li et al. [6].
Aim: Solution of size k in running time O?(αk)

1 Dense Case (High avg. degree): Number of edges incident is
Ω(k). Select a vertex in solution w.p. ≥ 1

α .

2 Once dense case is done: k1 vertices from sol. w.p.
(
1
α

)k1
3 Sparse Case (Low avg. degree): Number of edges incident is
O(k). Graph has treewidth (1− Ω(1))k = γk . If there exist
algo. with running time βtw, s.t. βγ ≤ α, we get our O?(αk)
algo.

Kishen N. Gowda
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Dense Case

For RIAFD:

1 Apply some low degree reduction rules on the instance

2 Probabilistic reduction rule: Select vertex w.p. ω(v)
ω(V )

3 ω(v) = deg(v)− 2, if v /∈ R

4 ω(v) = 0, if v ∈ R

5 If deg(F ) ≥ 4−2ε
1−ε (k + `), picked w.p. 1

3−ε

Kishen N. Gowda
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Sparse Case

Suppose you have an afd-set F of size k , d = deg(F )
(k+`) = O(1)

1 Iterative compression + O?(3tw) Cut&Count

2 Can obtain tree decomposition of width
(1− 2−d + o(1))k + (2− 2−d + o(1))`

Kishen N. Gowda
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Sparse Case
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Improving dependence on `

Theorem

Given a graph G (V ,E ) with tw(G ) > 2 and an riafd-set F of size
k, there exists a tree decomposition of width k + 3

5.769`+O(log(`))
for G and it can be constructed in polynomial time.

Proof.

Remove F from G → G ′(V ′,E ′) which is `-forest

Apply reduction rules, get G ′′(V ′′,E ′′):

R0: If there is a v ∈ V ′ with deg(v) = 0, then remove v .
R1: If there is a v ∈ V ′ with deg(v) = 1, then remove v .
R2: If there is a v ∈ V ′ with deg(v) = 2, then contract v

|E ′′| ≤ (|V ′′| − 1) + `, |E ′′| ≥ 3|V ′′|/2

|V ′′| ≤ 2`, |E ′′| ≤ 3`

Kishen N. Gowda
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Theorem

Given a graph G (V ,E ) with tw(G ) > 2 and an riafd-set F of size
k, there exists a tree decomposition of width k + 3

5.769`+O(log(`))
for G and it can be constructed in polynomial time.

Proof.

|V ′′| ≤ 2`, |E ′′| ≤ 3`

Given a graph G(V ,E ), we can obtain a tree decomposition of
G of width at most |E |/5.769 +O(log(|V |)) in polynomial
time. Result by Kneis et al. [5]

tw(G ′) = tw(G ′′) ≤ 3
5.769`+O(log(`))

Adding F to all bags, tw(G ) ≤ k + 3
5.769`+O(log(`)).
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Improving dependence on `

Theorem

Given a graph G (V ,E ) with tw(G ) > 2 and an riafd-set F of size
k, there exists a tree decomposition of width k + 3

5.769`+O(log(`))
for G and it can be constructed in polynomial time.

Combine with Iterated Compression + O?(3tw) Cut&Count

Running time of O?(3k1.78`)
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Conclusion

All our results are randomized algorithms. Open: Can we
design matching deterministic algorithms for these problems
(including FVS)?

There is a deterministic algorithm for Pseudoforest Deletion
running in O?(3k). Can we obtain deterministic algorithm
with running time O?(ck) where c < 3?

Could we get O?(ck2o(`)) algorithm for Almost Forest
Deletion for c possibly less than 3?

Kishen N. Gowda
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